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Abstract

Video surveillance systems have long been in use to monitor security sensitive areas. The making of video surveillance systems “smart” requires fast, reliable and robust algorithm for moving object detection, classification, tracking and activity analysis. Moving object detection is the basic step for further analysis of video. It handles segmentation of moving objects from stationary background objects. Object classification step categorizes detected objects into predefined classes such as human, vehicle, clutter etc. It is necessary to distinguish objects from each other in order to track and analyse their actions reliably. In previous system we have performed background subtraction by using Canny Edge Detection. In Canny Edge Detection process we are taking background image and foreground image for comparison. In previous strategies we are conducting background subtraction only for images. In proposed system the background subtraction is done for moving objects, we propose a pixel wise background modeling and subtraction technique using multiple features. Hence, in this colour, gradient and digital image features are integrated to handle the variation pixel. Then the detected image is send to the mobile through GSM modem as a message and the detected image can be viewed through mobile using the IP address.
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1. INTRODUCTION

Moving object detection is the basic step for further analysis of video. It handles segmentation of moving objects from stationary background objects. This not only creates a focus of attention for higher level processing but also decreases computation time considerably. Commonly used techniques for object detection are background subtraction, statistical models, temporal differencing and optical flow. Due to dynamic environmental conditions such as illumination changes, shadows and waving tree branches in the wind object segmentation is a difficult and significant problem that needs to be handled well for a robust visual surveillance system. The video analysis is nothing but tracking, which can be simply defined as the creation of temporal correspondence among detected objects from frame to frame. This procedure provides temporal identification of segmented regions and generates cohesive information about the objects in the monitored area such as trajectory, speed and direction. The result of tracking step is generally used to support and enhance motion segmentation, object classification and higher level activity analysis.

In previous scenario two static images are selected for comparison those are background image and foreground image. These images are selected and converted into gray scale image and then the images are clustered and compared. The compared image produce a output like similar pixels of the compared image will be in the shades of black and dissimilar pixels in the shades of white. It has a drawback only the static images will be used for comparison.

In previous scenarios the images are just compared with different techniques like Principal Component Analysis (PCA), Robust Principal Component Analysis (RPCA), Markov Random Fields (MRFs), Gaussian mixture, probability density function etc[13]. An alternative motion-based approach is background subtraction[11],[12]. Background subtraction[14] compares the images with a background model and detects the changes as objects. The most natural way for motion-based object detection is to classify pixels according to motion patterns, which is usually named motion segmentation[2],[16].

In this we propose a novel algorithm for moving object detection in real time. In this the web camera will be turned on and it will start capturing the video (i.e., sequence of frames). The different movements of images are stored in the server. If there is movement detected it will send a alert message to the owner through the GSM modem who is located in
different place and can also view the image through the mobile through the IP address provided or it can also send a image to the mobile through the mail.

In this we use Detecting contiguous outliers in Low Rank in representation (DECOLOR)[15] and K – Means clustering techniques are used. DECOLOR is used for motion segmentation and K – Means clustering is used for comparing the previous images with the current images. This improves the efficient detection. It uses less memory and power consumption. It also provides low maintenance when compared to CCTV.

2. RELATED WORKS

Many techniques have been suggested for moving object detection in which motion segmentation, background subtraction[14]. In the previous strategies the images are compared and different movement if found will be highlighted using an eclipse[16]. The exact movement cannot be viewed.

In some images are been compared with different techniques like PCA, RPCA[13] etc,. In adaptive kernel density estimation in which the static images are in shades of black and moved objects are differentiated in the shades of white.

In other technique the static images like foreground image and background images are selected for comparison and produce a output. The output image will be like similar images will be in the shades of black and dissimilar images will be in the shades of white.

In this moving object detection is done in real time. Where the images are detected it sends a alert message to the user saying Intruder found and the image can be viewed immediately.

3. SYSTEM DESIGN

Fig.1 shows the system design. In which the web camera is first initialized and it starts capturing the video. The video is nothing but sequences of images. It is real time moving object, the collection of images are called video. The video is given as input and frames are separated.

The current image and background images are separated using k-means clustering then the image is compared and the detected image is stored in the server.

When the images are detected it sends a message to the owner through the GSM modem as a alert message and the image link can also be send to the mail.

The other user who wants to see the image can view it with the help of the IP address provided which provides security for home, office etc.

It uses DECOLOR and K – Means clustering techniques for comparing and segmenting the images. After segmenting and comparing the message will be send to the mobile.
3.1 VIDEO CAPTURING

Digital video refers to the capturing, manipulation, and storage of moving images that can be displaced on computer screens. First, a camera and a microphone capture the picture and sound of a video session and send analog signals to a video-capture adapter board. Fig 2: shows the normal block diagram of video capturing.

![Fig.2: VIDEO CAPTURING BLOCK DIAGRAM](image)

In fig.2 shows how the web cam is initialized and video is captured. The video is a sequence of images. The client video frames are separated and this is used for detecting.

```java
public webcam()
{
    Pan=new jpanel();
    Pan.setLayout(null);
    Srtbut=new JButton("start CAM");
    Stcbut=new JButton("stop CAM");
    Qubut=new JButton("Quit");
    Head=new JLabel("REMOTE MONITORING");
    getContentPane().add(pan);
}
```

Fig 3: Example code of web cam panel

3.2 MOVING OBJECT DETECTION

In an open area the objects will be able to move in any direction, and with a camera setup typical of surveillance systems, this will give movement in all directions of the surveillance video, and objects will enter and leave the field of view on all its boundaries. Furthermore the video will show some perspective, i.e. the size of an object will change when it moves towards or away from the camera. The objects' freedom of movement also implies that they can move in a way from the camera. The objects' freedom of movement also implies that they can move in a way where they occlude each other, or they may stop moving for a while. In the case of people the occlusion and stopping and talking to each other and then shaking hands or hugging before departure. People may also be moving in groups or form and leave groups in an arbitrary fashion. These challenges could be solved by restricting the movement of the objects, but this would limit the system from being applied in many situations. Different types of objects: In some areas many different types of objects will be present. A surveillance video of a parking lot for example can contain vehicles, persons and maybe birds or dogs. People may also leave or pick up other objects in the scene. The most general surveillance system would be able to distinguish between these objects, and treat them in the way most appropriate to that type of object. Constraints in this respect would limit the system to area with only a certain type of objects.

In fig.4 it shows the moving object detection, in which the images are captured by the web camera and when there is movement in the image, the detected image will be stored in the server.
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Fig 4: MOVING OBJECT DETECTION BLOCK DIAGRAM
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```java
public webcam()
{
    Pan=new jpanel();
    Pan.setLayout(null);
    Srtbut=new JButton("start CAM");
    Stcbut=new JButton("stop CAM");
    Qubut=new JButton("Quit");
    Head=new JLabel("REMOTE MONITORING");
    getContentPane().add(pan);
}
```

In fig.5 the web cam is focusing the room or hall or the place. 5. a) is the first captured image after sometime the person have moved a little so that image is also captured. The moving object detection sense the movement of object.

![Fig 5: a) original image b) moved image](image)
3.3 MOTION SEGMENTATION

Background subtraction is the first step in the process of segmenting and tracking people. Distinguishing between foreground and background in a very dynamic and unconstrained outdoor environment over several hours is a challenging task. The background model is kept in the data storage and four individual modules do training of the model, updating of the model, foreground/background classification and post processing. The first k video frames are used to train the background model to achieve a model that represents the variations in the background during this period. The following frames (from k+1 and onwards) are each processed by the background subtraction modules to produce a mask that describes the foreground regions identified by comparing the incoming frame with the background model. Information from frames k+1 and onwards are used to update the background model either by the continuous update mechanism, the layered updating, or both. The mask obtained from the background subtraction is processed further in the post processing module, which minimizes the effect of noise in the mask.

Fig. 6 shows the motion segmentation of the image. In which the image is collected from the client and server. Those images are segmented using K – Means clustering. Then the clustered images are compared with the current image and previous image. After comparison when the images are found to be moved then a alert message is sent to the mobile.

In Fig.7 the image which are captured are taken as input and check of any movement for this it first convert the images into gray scale. After the images are converted it is then clustered using K-Means clustering it is shown in fig.8.

3.4 SMS ALERT SYSTEM (short message service)

After detecting the changes in video frames, we are altering the central control unit or the user through SMS using the GSM Modem. A GSM modem is a wireless modem that works with a GSM wireless network. A wireless modem behaves like a dial-up modem. The main difference between them is that a dial-up modem sends and receives data through a fixed telephone line while a wireless modem sends and receives data through radio waves. Typically, an external GSM modem is connected to a computer through a serial or a USB cable. Like a GSM mobile phone, a GSM modem requires a SIM card from a wireless carrier in order to operate.
Fig 7 shows the alert system in which when the images are compared using k-means clustering, then it finds the object movement. If the object is found moved then a alert message will be send to the mobile through GSM modem and the image can be viewed through the mobile when IP address is provided.

4. IMPLEMENTATION

Here the implementation is performed in java platform jdk environment in both client and server side. This is done purely to provide security at home. In this when the owner goes out from home to provide security he turns on the web cam in which it will start monitoring the house. For every different movement at home the web camera will sense and capture the picture. The captured image will be stored in the server for segmentation and comparison, they are done by using DECOLOR and K – Means Clustering. By this when it finds the object movement it will send a SMS alert to the owner through the GSM modem and the image can be viewed through the browser using Web Logic server.

The image can be viewed through the mobile when IP address is know which provides security. Once the image is detected and send as SMS it also sends the image to the mail. People with smart phones can view the image immediately. The SMS can also be send to many user who belong to the same home so that immediate action can be taken. Thus it provides security for home.

5. CONCLUSION AND FUTURE WORK

In this paper a novel framework named DECOLOR to segment moving objects from image sequences is proposed. It avoids complicated motion computation by formulating the problem as outlier detection and makes use of the low-rank modeling to deal with complex background. Video is captured and given as input for comparison. The image which is moved is detected and sent to the owner as a alert message through GSM modem and the owner can view the image through IP address provided by the server. By this the owner can know the unauthorized moment happening, hence providing security.

In the future , we have plan to use the sensor device so that the capturing image can be sensed as easily so possible so that the owner can view the image and they can also track the image . Tracking between different image is possible in real time.

In addition to it we can also calculate the speed, intensity and distance between the image is possible. Which give us more information how fast the object has been moved. So that it can be used in many applications.
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