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Abstract
Automatic Audio Segmentation aims at extracting information about type of audio i.e. silence, clean speech or speech with noise, music etc. The aim of this thesis is to find and extract different features of audio, segment the audio and combine them to form single type of audio. In this work, the audio signal is initially decomposed into non-overlapping frames. Then these frames are decomposed into a set of band-limited functions known as Intrinsic Mode Functions (IMF) using Empirical Mode Decomposition (EMD). Temporal and Spectral features then extracted from these IMFs and thereafter classification is done using k-nearest neighbour (kNN) classifier. Depending upon classification accuracy of the features the segmentation is done using k-means clustering algorithm. Then the segments were combined to form new audio signal.
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1. Introduction
In the past decade a huge amount of multimedia data in the form of text, images, audio and video has become available. With the increasing use of such audio data and challenges faced in different multimedia application, it has become essential to put effort into audio signal analysis. An audio signal segmentation system should be able to identify different segments and categorize them according to different audio types i.e. silence, clean speech, speech with noise etc. Before segmentation it is important to identify the features which can discriminate between different segments. So, first we classified audio signal into clean speech, noisy speech and music.

In this paper, we have proposed a method for audio segment identification as clean speech, speech with noise and music which relies on temporal and spectral shape features. Different background noise sources classified in [1,2,3,4] by using spectral features like spectral centroid, spectral roll-off, sub-band energy ratio and zero-crossing rate as temporal feature. In this experiment, the input signal is hierarchically decomposed by empirical mode decomposition (EMD) [6], [7]. A given signal is decomposed into a number of Intrinsic Mode Functions (IMFs) and a residual. The performance of various features extracted from the IMFs is evaluated using K nearest neighbour classifier. Using these feature the audio is segmented according to its type using k means clustering and then the segments are joined together to reconstruct the clean speech signal and music signal.

We organize the remainder of this paper as follows: In section 2 overview of EMD is presented. Proposed segmentation scheme is presented in section 3. Section 4 describes the commonly used features for classification and the basic concepts of k nearest neighbour and k means clustering classifier. The database used for the experiment and experimental results is presented in Section 5. We conclude in Section 6 with conclusions and future work in the field.

2. Empirical mode decomposition
Empirical Mode Decomposition (EMD) is one of the best methods of feature extraction. It is advantageous compared to the other methods as EMD is an adaptive data analysis method that is based on local characteristics of the data, and hence, it catches nonlinear, non-stationary oscillations more effectively. EMD method is able to decompose a complex signal into a series of intrinsic mode functions (IMF) and a residue. [6], [7].

2.1 Intrinsic Mode Function
EMD decomposes the original signal into a definable set of adaptive basis of functions called the intrinsic mode functions. Each IMF must satisfy two basic conditions: i) In the whole data set, the number of extrema and the number of zero crossings must either equal or differ at most by one. ii) At any point, the mean value of the envelope, one defined by the local maxima and the other by the local minima is zero.

2.1.1. Sifting process
The purpose of sifting is to subtract the large-scale features of the signal repeatedly until only the fine-scale features remain. First, the original signal, \( x(t) \), should be enclosed by the upper and lower envelope in the time domain. Using a cubic spline, the local maxima is connected forming the upper envelope \( u(t) \) and the local minima is connected forming the lower envelope \( l(t) \). The two envelopes cover all the data points. The envelope mean \( m(t) \) is determined as follows,

\[
m(t) = \frac{(u(t) + l(t))}{2} \tag{1}
\]

The first component is described as,

\[
h_1(t) = x(t) - m(t) \tag{2}
\]

The component \( h_1(t) \) is now examined to see if it satisfies the conditions to be an IMF. If \( h_1(t) \) doesn’t satisfy the conditions, \( h_1(t) \) is regarded as the original data, the sifting process would repeat, obtaining the mean of the upper and lower envelopes, which is designated as \( m_1 \); therefore,

\[
h_{11}(t) = h_1(t) - m_1(t) \tag{3}
\]

Then, repeat the procedure until \( h_{1k} \) is an IMF,

\[
i.e., \quad h_{1k}(t) = h_{1(k-1)}(t) - m_{1k}(t) \tag{4}
\]

After \( k \) siftings, we explained the first intrinsic mode to be,

\[
C_1 = h_{1k} \tag{5}
\]

Finally, \( C_1 \) revealed the higher frequency component of IMF. To obtain enough physical definitions of IMF, the sifting stop criteria, are of great importance found by finding SD. The typical values of SD are 0.2 and 0.3. To obtain the second and subsequent intrinsic mode functions, the residual signal can be calculated as

\[
x(t) - C_1(t) = r_1(t) \tag{6}
\]

\( r_1 \) considers the original data, and by repeating the above procedures, \( x(t) \) could be obtained by the second IMF component \( C_2 \). The procedure as described above is repeated for \( n \) times, then the \( n \)-IMFs of signal \( x(t) \) could be obtained

\[
r_{n-1}(t) - c_n(t) = r_n(t) \tag{7}
\]

The decomposition procedure can be stopped when the residue, \( r_n \), becomes a constant, a monotonic function, or a function containing only a single extrema, from which no more IMF can be extracted. By summing Eqs. and the original signal can be reconstructed by adding all IMFs and residue.

### 3. Proposed Audio Segmentation Scheme

This thesis is divided into two stages

i) Classification: Identifying the features, that can discriminate between different audio categories

ii) Segmentation: using these features for segmentation and reconstruction

#### 3.1 Classification

The aim of this stage is to identify the capability of features to discriminate between the given audio classes. In [3] four types of noise sources are classified whose accuracy is 75-85% for first three IMFs. In our method, audio signal is first segmented into overlapping frames and each frame is decomposed into IMFs which are used to extract the audio features. From these features, feature vector is computed.

\[
F_v, m = [F_{1,m}, F_{2,m}, F_{3,m}, \ldots, F_{r,m}] \tag{8}
\]

Where ‘v’ is signal no., ‘m’ is IMF no. and ‘r’ is feature no. in this way, for each IMF feature vector is computed and applied to k-NN classifier for classification. The classification results showed that the accuracy of 100% can be achieved using different feature combinations for first IMF.

#### 2.2 Segmentation

In this phase, initially, silence part is removed from the audio and then it is decomposed into non-overlapping frames. These frames are decomposed into IMFs and selected features are computed from the IMFs. The features determined in classification stage, which are having good discrimination accuracy, are used to form the feature vector. These feature vectors are then applied to \( k \)-means clustering classifier for identification and reconstruction of the audio segments.

### 4. Features and Classifiers

Features extraction is the main step for classifying any audio signal into a given class [5]. These features will decide the class of the signal. Feature extraction involves the analysis of the input signal. The feature extraction techniques can be classified as temporal analysis and spectral analysis technique. Temporal features include Short Time Autocorrelation Function (ACF), Short Time Energy (STE), and Zero Crossing Rate (ZCR). Spectral features include Spectral Centroid (SC), Spectral Roll off (SR) and Spectral Flux (SF) [9]. Using these features, feature vector is formed which is then applied to the
classifier for classification. In our experiment we used k
nn classifier, as it’s a simple one.

3.1 K- nearest neighbour classifier

An instance based learning method called the K-Nearest Neighbor or K-NN algorithm has been used in many applications in areas such as data mining, statistical pattern recognition, image processing. k-nn is supervised classifier means it used the training data during testing phase. In the classification scheme, the n feature values of a sample are taken to represent a location in an n-dimensional feature space. The distance between a new data point and every training data point is calculated and a vote is taken among the k closest training data points (k neighbors) to determine the classification of the new data sample.

3.2 K-means Clustering

K-means is one of the simplest unsupervised learning algorithms that solve the well known clustering problem. The main idea is to define k centroids, one for each cluster. These centroids should be placed in a cunning way because of different location causes different result. So, the better choice is to place them as much as possible far away from each other. The next step is to take each point belonging to a given data set and associate it to the nearest centroid.

5. Experiments and Results

In classification stage of our experiment, we have classified audio signal into three major classes: speech, speech with background noise and music. For this experiment we selected dataset consisting of 30 clean speech signals consisting of male and female voices, 30 noisy speech signals and 30 music signals of 2-5 sec duration long. The noisy speech consists of one type of noise mixed with speech with different utterances. The given signal is first segmented into frames of 50 ms duration and 25 ms overlap between each frame. Then each frame is decomposed into IMFs using Empirical Mode Decomposition. These IMFs are then used for extracting different features as mentioned in section 3. If there is ‘N’ no. of frames for one signal then mean of particular feature of all the frames is considered as one of the feature for that signal.

\[ F_r = \frac{1}{N} \sum_{i=1}^{N} f_r(i) \quad (9) \]

where ‘r’ denotes feature no. and ‘i’ denotes the frame no. of one particular signal. From these features we formed the feature vector which is then applied for classification.

\[ F_v, m = [F_{1,1}, F_{2,1}, F_{3,1}, \ldots, F_{r,m}] \quad (10) \]

where ‘v’ is signal no., ‘m’ in IMF no. and ‘r’ is feature. Feature vectors are formed by combining different set of features for each audio category and then Classification is performed using k-NN classifier with k=3. Results of classification which are having very good accuracy are presented below.

### Table 1: Classification accuracy for audio classes IMF1 (%)

<table>
<thead>
<tr>
<th>FEATURES</th>
<th>SPEECH</th>
<th>SPEECH + NOISE</th>
<th>MUSIC</th>
<th>OVERALL NACCURACY</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR,SC,SF</td>
<td>100</td>
<td>94</td>
<td>100</td>
<td>98</td>
</tr>
<tr>
<td>ZCR,STE</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>ZCR,SR, SC,SF</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

From the above results it is clear that, different feature combinations can achieve the accuracy up to 100%. Also it is observed that first IMF can discriminate between the specified categories with good accuracy. Other IMFs also tested for classification but the accuracy is less than the accuracy of IMF1. Hence results for other IMFs are not mentioned.

In segmentation stage, we have combined known audio signals to form a complete audio of duration 1min. So that performance of the segmentation can be easily evaluated. First of all, the silence period is removed from the audio. For this the audio signal is divided into frames of 8ms duration and absolute value is computed for each frame. The frames having maximum value less than 0.001 are considered as silence part and are removed. The remaining audio signal is then decomposed into non-overlapping frames of duration 50ms. These frames are decomposed using empirical mode decomposition into no. of intrinsic mode functions (IMFs). From first IMF the features having high discrimination capability are computed and feature vector is formed. These feature vectors are applied to k means clustering classifier for two clusters. According to the cluster no. the IMFs of that frames are added together to form complete signal. After clustering, from correctly identified frames, the accuracy is determined. Between clean speech and noisy speech, the accuracy is around 70% and between music and noisy speech the accuracy is around 70-75% is achieved. It is observed that
proposed system gives good accuracy for segmentation and reconstruction.

Fig 1: clustering between clean speech and noisy speech

Fig 2: clustering between music and noisy speech

6. Conclusion

Automatic audio classification and segmentation is a complicated and problematic task. In this paper, we introduced use of EMD for audio segmentation. In this audio signal is decomposed into IMFs and features are extracted from these IMFs for identification of the segments. From classification results it is clear that feature combinations can identify the audio segments with very good accuracy. Using these feature combinations, segmentation and reconstruction is done. Experimental results show that EMD proved superior for audio segmentation. For future work, more features can be evaluated for improving the accuracy. Also more audio types can be used for segmentation to improve the segmentation capability.
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